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This initiative examined systematically the extent to which a large set of archival
research findings generalizes across contexts. We repeated the key analyses for 29 origi-
nal strategic management effects in the same context (direct reproduction) as well as in
52 novel time periods and geographies; 45% of the reproductions returned results
matching the original reports together with 55% of tests in different spans of years and
40% of tests in novel geographies. Some original findings were associated with multiple
new tests. Reproducibility was the best predictor of generalizability—for the findings
that proved directly reproducible, 84% emerged in other available time periods and
57% emerged in other geographies. Overall, only limited empirical evidence emerged for
context sensitivity. In a forecasting survey, independent scientists were able to anticipate
which effects would find support in tests in new samples.

research reliability j generalizability j archival data j reproducibility j context sensitivity

Do research investigations in the social sciences reveal regularities in individual and col-
lective behavior that we can expect to hold across contexts? Are they more akin to case
studies, capturing a particular place and moment in time? Or are they something in
between, capturing patterns that emerge reliably in some conditions but are absent or
reversed in others depending on moderating factors, which may yet await discovery?
Social scientists, like their counterparts in more established fields such as chemistry,

physics, and biology, strive to uncover predictable regularities about the world. However,
psychology, economics, management, and related fields have become embroiled in contro-
versies as to whether the claimed discoveries are reliable (1–11). When reading a research
report, is it sensible to assume the finding is a true positive rather than a false positive (12,
13)? Additionally, if evidence was obtained from another context (e.g., a different culture
or a different time period), is it reasonable to extract lessons for the situations and choices
of intellectual and practical interest to you?
These issues of research reliability and context sensitivity are increasingly inter-

twined. One common counterexplanation for evidence that a scientific finding is not as
reliable as initially expected is that it holds in the original context but not in some
other contexts—for example, due to cultural differences or changes in situations over
time (14–19). Taken to the extreme, however, this explanation converts research
reports into case studies with little to say about other populations and situations, such
that findings and theories are rendered unfalsifiable (11, 20, 21). The multilaboratory
replication efforts thus far suggest that experimental laboratory effects either generally
hold across samples, including those in different nations, or consistently fail to replicate
across sites (22–26). We suggest that the generalizability of archival findings is likewise
worthy of systematic investigation (27–29).

Ways of Knowing

Experimental and observational studies represent two of the major ways by which social
scientists attempt to study the world quantitatively (30). An experiment is uniquely
advantaged to establish causal relationships, but a host of variables (e.g., corporate strate-
gies, financial irregularities, workplace injuries, abusive workplace supervision, sexual
harassment) cannot be manipulated experimentally either ethically or pragmatically (31).
In contrast, an archival or observational dataset (henceforth referred to as archival) allows
for assessing the strength of association between variables of interest in an ecologically
valid setting (e.g., harassment complaints and work performance over many years).
Large-scale replication projects reveal that many effects from behavioral experiments

do not readily emerge in independent laboratories using the same methods and materials
but new observations (22–24, 32–35). No similar initiative has systematically retested
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archival findings in novel contexts using new data. Yet, there is
little reason to assume that archival findings are inherently more
reliable than experiments (36–39). A great deal of archival data
are unavailable for reanalysis due to confidentiality concerns,
nondisclosure agreements with private companies, loss, and
investigator unwillingness (35, 40–46). Independent researchers
have encountered substantial difficulties reproducing results
from the statistics reported in the article (3) and when available,
from the same data and code (47–55). Efforts to crowdsource
the analysis of complex archival sources, assigning the same
research question and dataset to numerous independent scien-
tists, indicate that defensible yet subjective analytic choices have
a large impact on the reported results (56–60).
Experimental and archival research could differ more in target-

ability for reexamination with new observations rather than in
their inherent soundness. In other words, it is typically easier for
independent scientists to target experiments for repetition in new
samples than it is for many archival studies. Although it is
straightforward to conduct a simple experiment again with a new
population (e.g., a different university subject pool), this is not
feasible for many archival findings. For example, if the executive
who granted access to data has left the firm, it may no longer be
possible to sample employment data from a specific company for
a new span of years, and other companies may collect different
information about their employees, thus rendering the datasets
noncomparable. Thus, although it is at this point clear that
many experimental findings do not readily emerge again when
the same method and analyses are repeated using new observa-
tions (10, 34), this key aspect of the reliability of archival findings
remains as yet unknown.

Forms of Research Reliability

Distinct types of research reliability are often conflated, espe-
cially across diverse methodologies and fields where different
standards may prevail (27, 35, 61–68). Drawing on existing
frameworks, we refer to verifying research results using the same
dataset and analytic approach as a direct reproduction, relying
on the original data and employing alternative specifications as a
robustness test, and repeating the original analyses on a new set
of data (e.g., separate time period, different country) as a direct
replication or generalizability test depending on the implications
of the results for the original finding. Different aspects of
research reliability can be examined in tandem: for example,
sampling new data and carrying out many defensible analytic
approaches at the same time.
The notion of a generalizability test captures the expectation

that universality is incredibly unlikely (69) and that findings
from a complex dataset with a host of interrelated variables may
not emerge in new contexts for reasons that are theoretically
informative. Unlike chemical reactions or the operation of physi-
cal laws, social behaviors ought to vary meaningfully between
populations and time periods, in some cases for reasons that are
not yet fully understood. For example, the effectiveness of a spe-
cific corporate strategy likely changes over time as economic cir-
cumstances shift and probably varies across cultural, political,
and institutional settings. If a true positive finding among
Korean manufacturers does not emerge in a sample of US phar-
maceutical firms, then the line of inquiry has been fruitfully
extended to a new context, allowing for an assessment of the
generality vs. context specificity of strategic choices by firms
(70–73). It is scientifically interesting if an empirical pattern
generally holds. It is also scientifically interesting if it does not.

This distinction between a generalizability test and direct rep-
lication is theory laden. In both cases, the same methodology
and statistical analyses are repeated on a new sample. However, a
failed replication casts doubt on the original finding (74),
whereas a generalizability test can only fail to extend it to a new
context. Importantly, the line of division between a generaliz-
ability test and replication does not lie between archival datasets
and behavioral experiments. Some efforts to repeat past behav-
ioral experiments may occur in a sufficiently different context
such that inconsistent results do not reflect negatively on the
original research [e.g., repeating the Ultimatum Game experi-
ment among the Machiguenga of the Peruvian Amazon (75)].
Likewise, tests of the same empirical predictions in two different
complex datasets (e.g., the personnel records of two companies)
can occur with a strong theoretical expectation of consistent
findings. The present initiative provides a test of generalizability,
not replicability, because the targeted field of international strategic
management theoretically expects high levels of context sensitivity
and was in fact founded on this principle (76).

The Present Research

We leveraged a longitudinal dataset from the field of interna-
tional strategic management to examine systematically if findings
from a given span of years emerge in different time periods and
geographies. We also carried out a direct reproduction of each
original study, or in other words, we conducted the same analysis
on the same set of observations (27, 67). The present initiative,
therefore, focused on the reproducibility and generalizability, but
not robustness, of a set of archival findings, leveraging a single
large dataset that was the basis for all tests.

The dataset on foreign direct investment by Japanese firms
was originally constructed by the first author from various sour-
ces and subsequently, leveraged for scores of academic publica-
tions by numerous researchers. Our set of 29 target articles
consisted of those publications for which no major new data col-
lection by the present author team was required to conduct this
metascientific investigation. For each published article, the origi-
nal authors selected a subsample by time period or geography
from within the larger dataset. As such, the portions of the larger
dataset not used by the original authors were sufficient to con-
duct our generalizability tests. In many cases, further years of
data accumulated after the publication of the original article,
allowing for time extensions to subsequent years. Inclusion and
exclusion decisions were made prior to conducting any analyses,
such that the final set of findings was selected blind to the conse-
quences for overall rates of reproducibility and generalizability.
The reproduction repeated the sampling procedure and analyses
from the original article. The generalizability tests (67) utilized
the same analytic approach but different sets of observations
from those in the original investigation, and thus attempted to
extend the findings to new contexts.

Previous metascientific investigations have examined whether
results from complex datasets can be reproduced using the statis-
tics from the original report (3), with the same data and code
(47, 49), with the same data yet alternative specifications
(56–60, 77–82), and with improvements on the original analyses
and an expanded dataset including both the original and new
observations (8). In only a few cases have the identical analyses
been repeated in new samples to probe the generalizability of the
findings (28, 83–86).

Closest to the present initiative in both topic and general
approach is the important 2016 special issue of the Strategic
Management Journal (62), which reexamined a small set of
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influential published findings varying the research method and/or
sampling approach. In these cases, it is difficult to distinguish
whether discrepancies in results are due to changes in the analyses
or context since both were altered. Further, since no direct repro-
ductions were carried out (i.e., same analyses on the same data),
we have no sense of whether inconsistent results are failed exten-
sions or failures of reproducibility. The present research constitutes
a systematic and simultaneous test of the reproducibility and gener-
alizability of a large set of archival findings.
It also remains unknown if scientists are generally optimistic,

pessimistic, or fairly accurate about whether findings generalize
to new situations. Prior forecasting studies find that, based solely
on a research abstract or set of study materials, academics are
fairly effective at anticipating whether a research hypothesis will
be confirmed in an upcoming experiment (e.g., refs. 32, 33, 74,
and 87–91). We extend this line of metascientific investigation
to include forecasts about the results of archival analyses, examin-
ing whether scientists can anticipate the generalizability of such
findings across contexts.

Methods

Generalizability Study.
Sample of original findings. We first identified all the refereed articles that
used an international strategic management dataset initially built by the first
author (A. Delios). These research articles are based on longitudinal, multihost
country data on Japanese foreign direct investment. The two main data sources
used to assemble the single larger dataset are Kaigai Shinshutsu Kigyou Souran-
Kuni Betsu and the Nikkei Economic Electronic Databank System. This single
larger dataset, used for all reproduction and generalizability tests, assembled dis-
parate variables together to facilitate testing empirical hypotheses regarding the
strategic decisions of international companies. Our initial sample of articles
consisted of 112 studies published in 33 management journals.

Our only further selection criterion was whether the reproduction and general-
izability tests could be carried out without a major new data collection effort by
the present project team. We made the a priori decision to focus on 29 papers
(Table 1 and SI Appendix, Table S7-14 have details) based on the accessibility of
the original data as well as additional data necessary to conduct generalizability
tests. Hence, for some tests, we collected additional data from open sources, such
as the World Bank, the United Nations, and other organizations and institutes.

This final set of 29 papers appeared in prominent outlets, including Strategic
Management Journal (5), Academy of Management Journal (1), Organization Sci-
ence (1), Administrative Science Quarterly (1), and Journal of International Busi-
ness Studies (5), among others. The impact factors of the journals ranged from
1.03 to 11.82, with a median of 7.49 and a mean of 6.99 (SD = 2.87). The
papers have had a pronounced impact on the field of strategic management,
with citation counts ranging from 16 to 2,910 with a median of 163 and a
mean of 411.79 (SD = 582.83). SI Appendix, supplement 1 has a more detailed
overview of these article-level characteristics.

That the present first author built the basic dataset creates a unique opportu-
nity; unlike other metascientific investigations, we avoid the selection bias intro-
duced when original authors decline requests for data and other key materials.
Although more complete, our sample frame is also narrower and does not allow
us to make strong claims about the entire strategic management literature com-
pared with sampling representatively. At the same time, we provide an empirical
assessment of what the generalizability rate of a set of archival findings to new
time periods and geographies can look like.
Analysis copiloting and consultations with original authors. Each reproduc-
ibility and generalizability test was carried out by two analysis copilots (92) who
worked independently; then, they compared results and contacted the original
authors for feedback as needed. Thus, many individual specifications received a
form of peer review from the original authors, specifically an analytic review.
Original authors were asked to give feedback on the reproduction of their pub-
lished research, and this specification was then repeated for all available further
time periods and geographies to test generalizability. In other words, original
authors were not allowed input into the sampling approach for the new tests,

only on the analytic approach used for both the reproduction and generalizability
tests. SI Appendix, supplement 2 has a detailed overview of this process, and SI
Appendix, Table S7-15 shows how discrepancies between copilots were resolved.
We did not preregister each specific reproduction and generalizability test
because the copilots simply repeated the specification described by the original
authors on all available time periods and geographies in the dataset that had
sufficient data. Thus, the methods and results sections of the 29 original papers
served as our analysis plans, with the only added constraint of data availability.
We conducted tests in all possible alternative geographies and time periods
with sample sizes comparable with the original published report. We had to
forgo testing generalizability to nations and spans of years with inadequate
numbers of observations or for which key variables were unavailable entirely.

Forecasting Survey. Following previous efforts (91, 93), we asked independent
scientists (n = 238) recruited via social media advertisements to attempt to pre-
dict the outcomes of the generalizability tests while blinded to the results. Each
forecaster was provided with the original article’s title; abstract; full text, including
the original sample size and all associated analyses; the key statistical test from
the paper; and a narrative summary of the focal finding and attempted to predict
both its direct reproducibility and generalizability to different time periods. We
asked forecasters to assign probabilities that results would be statistically signifi-
cant in the same direction as the original study for original positive results and
probabilities that results would be nonsignificant for original nonsignificant
results. We did not ask forecasters to predict effect sizes given the complex results
of many original studies (e.g., an inverted U-shaped relationship between the
number of expatriate employees and international joint venture performance),
which we believed would prove difficult to mentally convert into effect sizes.
Future research should examine forecasts about context sensitivity using more
granular predictions focused on effect sizes, ideally using target studies with
simple designs and results (e.g., two-condition behavioral experiments).

We did not ask forecasters to predict the generalizability of the original find-
ings to other geographies given the limited number of geographic extension
tests possible with the available data. When multiple time extension tests had
been carried out for the same original finding, just one generalizability result of
similar length to the original time period was selected as a target for forecasting.
Sample sizes were by design roughly equivalent between original studies and
generalizability tests. SI Appendix, supplement 3 contains the complete forecast-
ing survey items, and SI Appendix, supplement 4 has the preregistered analysis
plan (https://osf.io/t987n).

Results

One key effect from each of the 29 original papers was subjected
to a direct reproduction. We also carried out 42 time extension
tests and 10 geographic extension tests. A subset of original effects
was subjected to multiple generalizability tests (for example, a
backward time extension [previous decade], forward time exten-
sion [subsequent decade], and geographic extension [new coun-
tries and territories]), resulting in a total of 52 generalizability
tests for 29 original effects. Table 2 and SI Appendix, Tables S7-2
and S7-17–S7-21 summarize the results of a set of research repro-
ducibility criteria. These include whether the original, reproduc-
tion, and generalizability results are in the same direction and
whether the effect is statistically significant in the individual gen-
eralizability tests, aggregating across all available generalizability
tests and aggregating across all available data, including both
reproduction and generalizability tests (34, 94, 95). We did not
test for differences between original and generalizability test effect
sizes because there was not enough statistical information in
many of the published research reports to calculate the former.

P value thresholds are arbitrary and can be misleading. Non-
significant effects are not necessarily nonexistent; they simply do
not meet the cutoff for supporting the prediction. Further, the
power of the new tests limits the generalizability rate. There are
two types of effect sizes for 15 of 29 findings for which we are able
to conduct sensitivity power analyses (SI Appendix, Table S7-25).

PNAS 2022 Vol. 119 No. 30 e2120377119 https://doi.org/10.1073/pnas.2120377119 3 of 9

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 1
93

.1
0.

49
.2

25
 o

n 
O

ct
ob

er
 6

, 2
02

2 
fr

om
 I

P 
ad

dr
es

s 
19

3.
10

.4
9.

22
5.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
https://osf.io/t987n
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2120377119/-/DCSupplemental


Table 1. Overview of focal findings examined in the generalizability initiative

No. Focal effect New span of years and/or geography

1 An inverted U shape between a region’s formal institutional diversity and
the likelihood of MNEs to enter a country within this region

Time: 1996–2001, 2008–2010

2 A negative relationship between the statutory tax rate of a country and the
probability of locating a plant in that country

Time: 1979–1989, 2000–2010

3 An inverted U-shaped curve between a firm’s number of prior foreign
subsidiaries and its number of subsequent foreign subsidiaries in a

country

Time: 1995–2010

4 A positive relationship between the timing of a subsidiary entering a
market and the profitability of the subsidiary

Time: 1987–2001; geography: India, South Korea,
SE Asian countries

5 An inverted U shape between the number of the subsidiaries of other
MNEs in a host country and the likelihood of setting a subsidiary by an

MNE in the same host country

Time: 1978–1989, 2000–2009

6 A positive relationship between a foreign investing firm’s assets specificity
and that firm’s ownership position in its foreign investment

Time: 1989, 1992, 1996, 1999; geography: China
mainland, Taiwan, South Korea, etc.

7 A positive relationship between a multinational firm’s intangible assets and
the survival chances of the firm’s foreign subsidiaries

Time: 1982–1991, 1989–1998

8 A positive relationship between the percentage equity ownership and the
use of expatriates

Time: 1992, 1995, 1999; geography: Brazil,
European countries, SE Asian countries, etc.

9 A negative relationship between a country’s political hazards and the
probability of locating a plant in that country

Time: 1983–1989, 1988–1994, 1992–1998

10 A moderating effect (weakening) of a firm’s experience in politically
hazardous countries on the negative relationship between a country’s

political hazards and the rates of FDI entry into that country

Time: 1970–1989, 1962–1980, 1962–1989

11 A positive relationship between timing of foreign market entry and
subsidiary survival

Time: 1981–1994

12 A negative relationship between foreign equity ownership and the
mortality of the subsidiary

Time: 1998–2009

13 An inverted U relationship between expatriate deployment and IJV
performance

Time: 2000–2010; geography: China

14 A moderating effect (strengthening) of the ratio of expatriates in a foreign
subsidiary on the positive relationship between the level of the parent

firm’s technological knowledge and the subsidiary’s short-term
performance

Time: 1994–1999

15 A positive relationship between the institutional distance between the
home country and the host country of a subsidiary and the likelihood of

the subsidiary general managers being parent country nationals

Time: 1998, 2000

16 A negative relationship between the speed of subsequent subsidiary
establishment and the performance of the subsidiary

Time: 2001–2010, 1989–2010; geography: India,
South Korea, SE Asian countries

17 A positive relationship between the use of ethnocentric staffing policies as
compared with polycentric staffing policies and the performance of the

firm’s international ventures

Time: 1990, 1992, 1996

18 A moderating effect (weakening) of exporting activities on the relationship
between FDI activities and performance

Time: 1989–2000

19 A positive relationship between the level of exporting activities and an
SME’s growth

Time: 1989–2000

20 A positive relationship between the frequency of using an entry mode in
prior entries and its likelihood of using the same entry mode in

subsequent entries

Time: 1999–2003; geography: China, South
Korea, Brazil, India, SE Asian countries

21 A positive relationship between a subsidiary’s location in Shanghai
(economically oriented city) relative to Beijing (politically oriented city) and

its survival rate

Time: 1986–2010; geography: Vietnam (Hanoi vs.
Ho Chi Minh)

22 A moderating effect (weakening) of a foreign parent’s host country
experience on the positive relationship between having a local partner and

the joint venture’s performance

Time: 1990, 1994; geography: China mainland,
South Korea, India

23 A moderating effect (weakening) of subsidiary age on the relationship
between cultural distance and ownership control (or expatriate staffing

ratios)

Time: 2010

24 A positive relationship between the likelihood of joint ventures established
by other Japanese firms and the likelihood of entering by joint ventures

Time: 1992, 1994, 1998, 2000

25 A negative relationship between parent firms’ size asymmetry and the IJV’s
performance and survival

Time: 2001, 2002, 2003

26 A positive relationship between the difficulty of alliance performance
measurement and the likelihood of escalation

Time: 1990–1996, 1996–2002; geography:
European countries

27 A positive relationship between the proliferation of FDI opportunities and
the use of IJVs as compared with WOSs

Time: 1985–1993

28 A moderating effect (strengthening) of a firm’s Ricardian rent creation
focus on the negative relationship between asset retrenchment and

postretrenchment performance

Time: 1986–1991, 1998–2001

29 A moderating effect (strengthening) of ownership level on the relationship
between business relatedness and subsidiary performance

Time: 1994, 1998; geography: India, South
Korea, SE Asian countries

Details on research designs and variable operationalizations for each focal effect are in SI Appendix, Table S7-14. FDI, foreign direct investment; IJV, international joint venture; MNE,
multinational enterprise; SE Asian, Southeast Asian; SME, small and medium enterprise; WOS, wholly owned subsidiary.
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Among all the tests with eta square as the effect size (11 of 29), the
effect sizes detectable with 80% power range from close to 0 to 0.
0633 (mean = 0.0066; median = 0.0019). Among all the tests
with Cox coefficient as the effect size (4 of 29), the effect sizes
detectable with 80% power range from -0.6478 to -0.0292 (mean
= -0.1402; median = -0.0695).
SI Appendix, Table S7-23 summarizes the power of the associ-

ated generalizability tests to detect the effect size from the subset
of reproducible original studies, with a mean of 0.66 for the
individual generalizability tests and 0.69 for the pooled tests.
These power levels should be kept in mind when interpreting
the generalizability rates, which will be necessarily imperfect.
Parallel Bayesian analyses assessed whether the effect was sup-

ported or contradicted or if the evidence was unclear in each
reproduction test, in the aggregated generalizability tests, and
leveraging all available data (Table 2 and SI Appendix, Tables
S7-19 and S7-20). These statistical criteria were supplemented by
a subjective assessment from the project team as to whether the
results of the new analyses supported the effect. More detailed
descriptions of the analyses related to each effect are available in
SI Appendix, supplement 5, and further alternative approaches to
calculating reproducibility and generalizability rates are presented
in SI Appendix, supplement 7. The code, data, and other support-
ing information are at https://osf.io/nymev/.

Frequentist Analyses Using the P < 0.05 Criterion. Following
on past research (47–55), we likewise find a low absolute repro-
ducibility rate for published findings, even when employing the
same analysis on the same data and consulting with the original
authors for clarifications and guidance. After corresponding with
the original authors, we were ultimately able to directly reproduce
45% of the original set of 29 findings using the same analysis and
sampling approach. We believe that one likely contributor is that
lacking access to the original code, we constructed new code based
on the methods sections of the published articles (68), and subtle
but important details regarding the original specification may
have been omitted from the research report. This calls for
improved reporting, code and data transparency, and analytic
reviews by journals prepublication (35, 96).

Of much greater theoretical interest, 55% of findings (23 of
42) emerged again when tested in a distinct time period from that
of the original research, and 40% of findings (4 of 10) proved
generalizable to a new national context. It may seem surprising
that the cross-temporal generalizability rate was directionally
higher than the reproducibility rate, but the two are not directly
comparable. Reproducibility is calculated at the paper level (one
reproduction test per article), whereas generalizability is at the test
level, and a single paper can have multiple time and geographic
extension tests. This paper-level vs. finding-level distinction is only

Table 2. Research reliability criteria

No.

Same direction Statistically significant Bayesian tests

Subjective
assessmentRepro

Pooled
gen

All
data Repro

Pooled
gen

All
data Repro Pooled gen All data

1 No No Yes No Yes Yes Unclear Unclear Unclear No
2 Yes Yes Yes No Yes Yes Confirmed Unclear Confirmed Yes
3 Yes Yes Yes Yes Yes Yes Disconfirmed Confirmed Confirmed Yes
4 Yes Yes Yes Yes Yes Yes Confirmed Confirmed Confirmed Yes
5 Yes Yes Yes No No No Confirmed Confirmed Confirmed Yes
6 Yes Yes Yes Yes No No Unclear Unclear Unclear No
7 No No No Yes Yes Yes Confirmed Confirmed Confirmed No
8 Yes Yes Yes Yes Yes Yes Disconfirmed Disconfirmed Disconfirmed No
9 Yes Yes Yes No Yes Yes Unclear Confirmed Confirmed No
10 No Yes Yes No Yes No Confirmed Confirmed Unclear No
11 No No No No No No Confirmed Confirmed Confirmed No
12 Yes Yes Yes Yes Yes Yes Unclear Unclear Unclear Yes
13 Yes No No No No No Unclear Unclear Confirmed No
14 Yes No No No No No Unclear Unclear Unclear No
15 Yes Yes Yes No Yes Yes Confirmed Confirmed Confirmed Yes
16 Yes Yes Yes No Yes Yes Confirmed Confirmed Disconfirmed No
17 Yes Yes Yes Yes Yes Yes Unclear Unclear Unclear Yes
18 No No No No No No Confirmed Confirmed Disconfirmed No
19 Yes Yes Yes No No No Unclear Unclear Unclear No
20 Yes Yes Yes Yes Yes Yes Confirmed Confirmed Unclear Yes
21 Yes Yes Yes Yes Yes Yes Confirmed Confirmed Confirmed Yes
22 Yes No No No No No Confirmed Confirmed Confirmed No
23 Yes Yes Yes Yes Yes Yes Confirmed Confirmed Confirmed Yes
24 Yes Yes Yes Yes Yes Yes Confirmed Confirmed Confirmed Yes
25 No No No No No Yes Disconfirmed Disconfirmed Disconfirmed Yes
26 Yes Yes Yes No Yes Yes Confirmed Confirmed Confirmed Yes
27 Yes No Yes Yes No No Unclear Unclear Unclear No
28 No No No Yes No No Confirmed Disconfirmed Disconfirmed Yes
29 Yes No Yes No No No Unclear Unclear Unclear No

Repro refers to the reproduction test. Pooled gen refers to pooling all time and geographic extension data for a given effect. All refers to pooling all data used in the reproduction and
generalizability tests for an effect. For comparisons of effect direction, yes means the new result and the original effect are in the same direction. For tests of statistical significance, yes
means the effect is statistically significant at P < 0.05. Five tests (papers 25 to 29) were nonsignificant in the original report. Confirmed means that the effect is supported from a
Bayesian perspective at Bayes factor greater than three. Disconfirmed means that the effect is contradicted from a Bayesian perspective at Bayes factor < 0.33. For the subjective
assessment, yes means that the present research team believes that the effect was supported.
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one possible explanation for an admittedly surprising pattern of
results. What is clear is that reproducibility does not set an upper
limit on generalizability.
As analyzed in greater depth in SI Appendix, supplement 7,

although they are conceptually orthogonal, reproducibility and
generalizability are empirically associated (r = 0.50, P < 0.001)
(Fig. 1). In a multivariable logistic regression, the odds ratio of
generalizing was much greater (e^3.66 = 38.86) if a paper was
reproducible (β = 3.66, P = 0.001). For the subset of repro-
ducible findings, the cross-temporal generalizability rate was
84% (16 of 19), and the cross-national generalizability rate was
57% (4 of 7); in contrast, for findings we were unable to
directly reproduce, the cross-temporal generalizability was only
30% (7 of 23), and cross-national generalizability was 0% (0 of
3). This suggests that if a strategic management research finding
can be obtained once again in the same data, it has an excellent
chance of generalizing to other time periods and is also more
likely than not to extend to new geographies. Indeed, the gen-
eralizability rates for reproducible findings are about as high as
could be realistically achieved given the imperfect power of the
new tests (SI Appendix, Tables S7-16, S7-23, and S7-25).
Although speculative, different indices of research reliability
may cluster together due to properties of the phenomenon, the

research practices of the scientist, or both. Some reliable true
positives should be obtainable again in the same data and true
across nations and time periods (35). Also, good research prac-
tices, like ensuring that one’s findings are computationally
reproducible, could in turn predict success in replications and
extensions by other investigators using new data.

Overall, 35% of findings were both reproducible and gener-
alizable, 45% were neither reproducible nor generalizable, 10%
were reproducible but not generalizable, and 10% were general-
izable but not reproducible. Thus, in a small subset of cases,
the key scientific prediction was supported in a new context
(i.e., different time period or nation) but surprisingly, was not
found again in the original data. This suggests that the origi-
nally reported results are less reliable than hoped in that they
did not reproduce when the same analyses were repeated on the
same data. Yet, at the same time, the underlying ideas have
merit and find support in other observations. Analogous pat-
terns have emerged in experimental replication projects: for
example, when targeted findings fail to replicate in the popula-
tion in which they are theoretically expected to exist (97) but
are obtained in more culturally distant populations (98). This
underscores the point that the determinants of research reliabil-
ity are not yet fully understood (99–102).
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Fig. 1. Reproductions and generalizability tests for 29 strategic management findings. Results of the generalizability tests initiative are presented separately
by type of effect size estimate (eta square, coefficient, hazard or odds ratio). The leftmost column is the numeric indicator for the original finding (1 to 29)
(Table 1 has detailed descriptions). The central column depicts the effect size estimates for the reproductions (same data, same analysis) and generalizability
tests (different time period and/or geography, same analysis). Generalizability test estimates are based on pooled data across all new tests. Triangles (repro-
ductions) and circles (generalizability tests) are a solid color if the effect was statistically significant at P < 0.05. Findings 25 to 29 were nonsignificant in the
original report. The two rightmost columns display the sample sizes for each analysis.
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Even an original finding that is a false positive [e.g., due to P
hacking (13)] should in principle be reproducible from the
same data (35). Thus, reproducible but not generalizable sets
an overly liberal criterion for context sensitivity, making it even
more noteworthy that so few findings fell into this category. To
provide a more conservative test, we further separated the sub-
set of 20 of 29 original findings with multiple generalizability
tests based on whether all generalizability tests were statistically
significant (40%), all generalizability tests were not significant
(35%), or some generalizability tests were significant and others
were not (25%). Given the limitations of significance thresh-
olds, we quantify the variability of the effect sizes in the gener-
alizability tests using I square, Cochran’s Q, and tau square for
the same subset of 20 studies (SI Appendix, Table S7-22); 50%
of the studies have nonnegligible unexplained heterogeneity
(I square > 25%): 15% at the high level (I square > 75%),
15% at the moderate level (50% < I square < 75%), and 20%
at the low level (25% < I square < 50%). Taken together, the
results argue against massive context sensitivity for this set of
archival findings, consistent with the prior results for experi-
ments replicated across different geographic settings (24, 25).
At the same time, it should be noted that larger numbers of
novel tests of each effect are needed to estimate heterogeneity
precisely (25), and thus, more research is needed before drawing
strong conclusions on this point.
Journal impact factor, University of Texas at Dallas and

Financial Times listing of the journal, and article-level citation
counts were not significantly correlated with reproducibility or
generalizability (SI Appendix, supplement 7; SI Appendix, Table
S7-3 has more details). Consistent with past research relying on
large samples (103, 104), the present small-sample investigation
finds no evidence that traditional indices of academic prestige
serve as meaningful signals of the reliability of findings. How-
ever, these tests had observed power as low as 0.16 (SI
Appendix, Tables S7-5 and S7-8), such that we are only able to
provide limited evidence of absence. More systematic investiga-
tions are needed regarding the predictors of generalizable
research outcomes. Our results are most appropriate for inclu-
sion in a later meta-analysis of the relationships between indica-
tors of research reliability and academic prestige.

Further Research Reliability Criteria. As seen in Table 2, 76%
of reproductions and 62% of generalizability tests were in the
same direction as the original result aggregating across all new
data, 59% of generalizability tests were statistically significant
(P < 0.05) aggregating across all new data, and 59% of effects
were significant (P < 0.05) leveraging all available data (i.e., from
reproductions and generalizability tests combined). Bayesian anal-
yses indicated that 55% of reproductions supported the effect,
10% provided contrary evidence, and 34% were inconclusive.
Pooling all generalizability data, 55% of effects were supported;
10% were contradicted; and for 34% of effects, the evidence was
unclear. Note that in a number of the above cases, the percen-
tages for different tests match, but the distributions over studies
are different. The Bayesian results underscore that, especially given
the imperfect power of our tests, failure to reach statistical signifi-
cance can reflect mixed rather than disconfirmatory evidence.
Indeed, only a few original findings were actively contradicted by
the results of the present initiative.

Forecasting Survey. We find a robust and statistically signifi-
cant relationship between forecasts and observed results of both
generalizability tests (β = 0.409, P < 0.001) and the pooled
sample of predictions (β = 0.162, P < 0.001). For the forecasts

and observed results for direct reproducibility tests, we find a small
but positive and significant relationship (β = 0.059, P = 0.010),
which is, however, not robust to alternative specifications. In par-
ticular, this association is no longer statistically significant when
aggregating forecasters’ predictions and when excluding certain
original results (SI Appendix, supplement 6 has a more detailed
description of the robustness tests).

In addition, forecasters were significantly more accurate at
anticipating generalizability relative to reproducibility (mean of
the differences = 0.092, P < 0.001). The overall generalizabil-
ity rate predicted by the crowd of forecasters (57%) was compa-
rable with the observed generalizability rate for the subset of
findings included in the forecasting survey (55%), with no sig-
nificant difference (z = 0.236, P = 0.813). However, the fore-
casted reproducibility rate (71%) was significantly higher than
the observed reproducibility rate (45%; z = 2.729, P = 0.006).
Whether a finding will emerge again when the same analyses
are repeated on the same data may be challenging to predict
since this is contingent on unobservable behaviors from the
original researchers, such as annotated code, data archiving, and
questionable research practices. Theories about whether a finding
is true or not may be less useful since even false positives should
in principle be reproducible. In contrast, predictions regarding
generalizability may rely primarily on theories about the phenom-
enon in question. SI Appendix, supplement 6 contains a more
detailed report of the results of the forecasting survey.

Discussion

The present initiative leveraged a longitudinal database to
examine if a set of archival findings generalizes to different time
periods and geographies from the original investigation. Provid-
ing a systematic assessment of research generalizability for an
area of scientific inquiry is the primary contribution of this 6-
year-long metascientific initiative. In our frequentist analyses
using the P < 0.05 criterion for statistical significance, 55% of
the original findings regarding strategic decisions by corpora-
tions extended to alternative time periods, and 40% extended
to separate geographic areas.

In the accompanying direct reproductions, 45% of findings
emerged again using the same analyses and observations as in
the original report. One potential reason the reproducibility
rate is directionally lower than the generalizability rate is
because the former is at the paper level and the latter is at the
test level; regardless, because of this, they are not directly com-
parable. More meaningfully, reproducibility was empirically
correlated with generalizability; of the directly reproducible
findings, 84% generalized to other time periods and 57% gen-
eralized to other nations and territories. In a forecasting survey,
scientists proved overly optimistic about direct reproducibility,
predicting a reproducibility rate of 71%, yet were accurate
about cross-temporal generalizability, anticipating a success rate
of 57% that closely aligned with the realized results.

Although an initial investigation, our research suggests that a
substantial number of findings from archival datasets, particu-
larly those that are statistically reliable (i.e., reproducible) to
begin with (68), may in fact generalize to other settings (62).
Overall, only limited evidence of context sensitivity emerged.
The project conclusions were robust to the use of different
approaches to quantifying context sensitivity and a suite of fre-
quentist and Bayesian criteria for research reliability. Findings
that hold more broadly can serve as building blocks for general
theories and also, as heuristic guides for practitioners (22–24).
Of course, other empirical patterns can be circumscribed based
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on time period, geography, or both. In such cases, additional
auxiliary assumptions (105–107) may be needed to specify the
moderating conditions in which the original theoretical predic-
tions hold and do not hold (35, 70–73).
Building on this and other recent investigations (28, 62, 84),

more research is needed that repeats archival analyses in alterna-
tive time periods, populations, and geographies whenever feasi-
ble. Recent years have witnessed an increased emphasis on
repeating behavioral experiments in new contexts (10, 23, 24,
32–34). Such empirical initiatives are needed for archival
research in management, sociology, economics, and other fields
(27, 62, 66, 67), such as the ongoing Systematizing Confidence
in Open Research and Evidence project (100–102) and the
newly launched Institute for Replication (https://i4replication.
org/) that focuses on economics and political science. This moves
the question of the reliability of archival findings beyond
whether the results can be reproduced using the same code and
data (49, 68) or survive alternative analytic approaches (60, 81).
Rather, generalizability tests seek to extend the theory to novel
contexts. Even when an attempt to generalize fails, the individual
and collective wisdom of the scientific community can be put to
work revising theoretical assumptions and in some cases, identi-
fying meaningful moderators for further empirical testing (108).

Data Availability. Code, data, and other supporting information have been
deposited on the Open Science Framework (https://osf.io/t987n/) (109).
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